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Abstract
We describe a theoretical framework and recent research on one key aspect of
robot ethics: the development and implementation of a robot’s moral competence.
As autonomous machines take on increasingly social roles in human commu-
nities, these machines need to have some level of moral competence to ensure
safety, acceptance, and justified trust. We review the extensive and complex
elements of human moral competence and ask how analogous competences could
be implemented in a robot. We propose that moral competence consists of five
elements, two constituents (moral norms and moral vocabulary) and three activi-
ties (moral judgment, moral action, and moral communication). A robot’s com-
putational representations of social and moral norms is a prerequisite for all three
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moral activities. However, merely programming in advance the vast network of
human norms is impossible, so new computational learning algorithms are
needed that allow robots to acquire and update the context-specific and graded
norms relevant to their domain of deployment. Moral vocabulary is needed
primarily for moral communication, which expresses moral judgments of others’
violations and explains one’s own moral violations – to justify them, apologize, or
declare intentions to do better. Current robots have at best rudimentary moral
competence, but with improved learning and reasoning they may begin to show
the kinds of capacities that humans will expect of future social robots.

Keywords
Norms · Robot ethics · Machine morality · Moral action · Moral judgment ·
Machine learning · Explanations

1 Introduction

Robot ethics is concerned with two classes of questions: those that probe the ethical
dimensions of humans designing, deploying, and treating robots, and those that
probe what ethical and moral capacities a robot should have and how these capacities
could be implemented. The first class of questions is concerned with ethical design in
engineering (Flanagan et al. 2008; Wynsberghe 2013), values of implementation
(Hofmann 2013), and considerations of robot rights (Gunkel 2014; Petersen 2007).
The second set of questions, more often labeled “machine morality” (Sullins 2011)
or “machine ethics” (Moor 2006) is concerned with criteria for moral agency (Floridi
and Sanders 2004), justification for lethal military robots (Arkin 2009), and mathe-
matical proofs for moral reasoning (Bringsjord et al. 2006). We consider these
questions distinct but interacting (Malle 2016): ethical design of safe robots must
include design of moral capacities in robots (Malle and Scheutz 2014), treatment of
robots must take into account the robot’s own social and moral capacities, and
advancing a robot’s moral capacities will make reference to a number of moral
concepts and phenomena (e.g., norms, values, moral judgement; Anderson and
Anderson 2011; Malle et al. 2017; Wallach and Allen 2008). Our focus here will
be on the second question: what might constitute a robot’s moral competence and
how such competence could be implemented in computational architectures.

There are concrete concerns about society’s readiness for the advent of new types
of robots, especially increasingly autonomous learning machines that become mem-
bers of human communities. A social robot is one that interacts, collaborates with,
looks after, or helps humans. These responsibilities pose serious challenges to robot
design and deployment, especially when the human in the interaction is vulnerable
and trusts the robot. How should we develop robots that practice reading with a
3rd-grader, look after a sleeping infant, or make a medication adjustment for a
patient in unbearable pain? When people take on these roles, they must have the
social-cognitive and moral capacities that keep others safe, valued, and respected;
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when robots take on these roles, they must too. Thus we ask: what sort of moral
capacities are required of social robots?

We are not concerned here with the philosophical debates over whether a robot
can be a “genuine” moral agent (Floridi and Sanders 2004), can be “truly” respon-
sible for its actions (Matthias 2004; Sparrow 2007), or can make “real” ethical
decisions (Miller et al. 2017; Purves et al. 2015). Our aim is more descriptive: what
matters most for the project of designing safe and competent social robots is whether
people treat those robots as targets of their moral judgments and decision, and
whether people expect a robot to be moral. In spite of claims that robots cannot be
blamed or punished (e.g., Funk et al. 2016; Levy 2015; Sparrow 2007), there is
mounting evidence that people do treat robots as targets of moral judgments (Bart-
neck et al. 2007; Darling et al. 2015; Kahn et al. 2012; Malle et al. 2015). We have
therefore defined a robot as moral “if it has one or more relevant competences that
people consider important for living in a moral community” (Scheutz and Malle
2017, p. 365). Consequently we first need to sketch what moral competences
humans have and whether similar ones could be implemented in robots.

One thing is clear: moral competence is not a single capacity. Many psychological
phenomena have been studied that could be called “moral competence”: decision
making about moral dilemmas (Mikhail 2007; Greene et al. 2001); self-regulation of
emotion and prosocial behavior (Eisenberg 2000); moral judgments and associated
emotions (Haidt 2001; Alicke 2000); as well as responding to others’moral criticism
by means of explanation, justification, or defense (Antaki 1994; Dersley and Woot-
ton 2000; Semin and Manstead 1983). To integrate these and related elements we
rely on a framework we have developed over the past years (Malle 2016; Malle and
Scheutz 2014; Scheutz 2014; Scheutz and Malle 2014) that lays out the moral
capacities that ordinary people exhibit and expect of one another in their social
relationships. We assume that people are bound to expect some or all of these
capacities in advanced social robots as well and that the moral abilities of machines
will emerge from, and be in part constrained by, the relations that people are willing
to form with them (Coeckelbergh 2010). An ethically responsible science of social
robotics must, therefore, be knowledgeable about these human capacities, develop
ways to implement at least some of them in computational architectures and physical
machines, and continuously examine whether robots with such emerging moral
competence are in fact suitable for and accepted as social partners (Fridin 2014).

2 A Framework of Moral Competence

We propose that moral competence consists of at least five elements that are closely
connected in humans but may come apart in artificial agents (Fig. 1). Three of the
elements are activities: moral action, moral judgment, and moral communication;
two elements are core constituents of the three activities: moral norms and a moral
vocabulary.
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1. A system of norms encompasses a community’s standards for behavior. They
guide an agent’s decisions to behave in certain ways (!moral action) and shape
others’ judgments of those behaviors (!moral judgment).

2. A moral vocabulary allows the agent to conceptually and linguistically represent
both norms and morally significant behaviors and their appropriate judgments, as
well as fuel communication in response to them (!moral communication).

3. Moral action is action in compliance with norms and thus is adapted to and
coordinated with other community members who operate under the same norms.

4. Moral judgment is evaluation of behavior relative to norms and information
processing that leads to the specific judgment (e.g., permissibility, wrongness,
degrees of blame).

5. Moral communication expresses, often supported by affect and emotion, people’s
moral judgments and their attempts to identify, explain, or defend norm violati-
ons, as well as negotiate or repair social estrangement after a norm violation.

3 A System of Norms

Morality’s function is to regulate individual behavior so that it complies with
community interests. Some individual goals clash with community interests, and
when there is no biological mechanism that inhibits pursuit of those goals, social-
moral regulation must step in (Churchland 2012; Joyce 2006; Ullmann-Margalit
1977). Humans achieve this regulation by motivating and deterring certain behaviors
through the imposition of norms and, if these norms are violated, by levying
sanctions (Alexander 1987; Bicchieri 2006). Being equipped with a norm system
thus constitutes a necessary element in human moral competence (Sripada and Stich
2006; Nichols and Mallon 2006).

We can conceptualize norms cognitively as instructions to act whereby the agent
keenly takes into account that (1) a sufficient number of individuals in the commu-
nity expect and demand of each other to follow the instruction, and (2) a sufficient

Fig. 1 Five elements of
moral competence, which can
be divided into constituents
(lower two) and activities
(upper three)
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number of individuals in the community in fact follow the instruction (Malle et al.
2017; cf. Bicchieri 2006; Brennan et al. 2013). Norms are distinct from other guides
of behavior, such as goals or habits. Goals might be pursued even if nobody demands
the agent to do so, whereas norms are typically followed even though the individual
has a goal to do otherwise (e.g., standing in line at the coffee shop even though one
would rather put in one’s order right away). Collective habits are behaviors that
many people perform because they all want to, not because they demand of each
other to do so (e.g., eating more food when other people are around; Wenk 2015).

Many fascinating topics arise with respect to norms:

• How do individuals represent norms? (are they concepts? action programs?)
• How are norms organized? (hierarchically? as spreading activation networks?)
• How are norms activated by specific contexts (and how do people identify the

context they are in?)
• How do people acquire norms (by observation? instruction? reinforcement?)

From among these fascinating topics we select two that are critically important for
designing robots with norm capacity: norm representation and norm acquisition.

3.1 Norm Representation

Currently there is little research available on how norms are represented in the
human mind. What has been suggested, from reflection and limited research, is that
norms are highly context-specific, activated very quickly, and likely to be organized
in some forms of knowledge structures (Aarts and Dijksterhuis 2003; Bicchieri
2006; Harvey and Enzle 1981; Sripada and Stich 2006; Tomasello and Vaish 2013).

There is evidence for context-specific activation: Aarts and Dijksterhuis (2003)
showed that the mere sight of a library can trigger the “be quiet” norm, with
cognitive as well as behavioral effects. More detailed aspects of the environment
can activate norms as well, such as a litter-free courtyard triggering the “don’t litter”
norm (Cialdini et al. 1990). Conversely, a lot of garbage on the floor indicates that
the community does not obey the norm, which reduces the perceived community
demand for the individual to follow the norm. We recently developed experimental
methods to extract community norms from ordinary people’s responses to everyday
scenes (Kenett et al. 2016). We presented people with pictures of numerous distinct
contexts (e.g., jogging path, board room) and asked them to generate, as quickly as
possible, actions that one is “supposed to do here” (to elicit prescription norms) or
“forbidden to do here” (to elicit prohibition norms). Context-specificity was very
high. Among the top-7 actions mentioned as prescribed in each of the 8 scenes
(56 total), only three such prescriptions were mentioned in more than one scene,
making 95% of the generated norms specific to a single context. Somewhat less but
still impressive, context-specificity of prohibitions was 75%.

In a subsequent study we examined the speed of context-specific activation. We
selected the top-7 action norms that the previous participants had generated for a
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given scene and presented new participants with these seven actions along with a
picture of the scene. They were asked to consider one action at a time and quickly
press a ‘Yes’ key if an action was “supposed to” or “should” be performed in this
context (for prescriptions) or “forbidden to” or “not allowed to” be performed (for
prohibitions). We presented these seven target norms along with seven foils – action
norms that had been generated among top-7 in other scenes. We showed that people
strongly differentiated the norms that were specific to a given context from those that
stemmed from another context (signal detection parameter d’ = 1.16). Moreover,
people were surprisingly fast in detecting the context-specific norms, averaging
around 1200 ms, which is as fast as, if not faster than, judgments of whether a
person’s behavior is intentional or reveals the person’s goal (Malle and Holbrook
2012).

The specific organizational structure of norms is currently unknown. Some
authors suggested that norms are “knowledge structures” (Aarts and Dijksterhuis
2003; Harvey and Enzle 1981), but more needs to be said about what characterizes
such structures. Flexible hierarchies would be necessary to handle the context-
dependence of norm strength: A given norm may be more important than another
norm in one context but the reverse ordering may be true in another context.
Moreover, some norms may benefit from temporal organization (e.g., the restaurant
wait staff must first guide customers to their table, then bring menus, then ask about
food selections – a reverse order would be a notable norm violation).

Aside from these initial ideas, no detailed cognitive model is currently available
for the process of norm activation or for the underlying norm representations that
would facilitate such (apparently fast) activation. Context specificity, in particular, is
a vexing computational problem (Ford and Hayes 1991). Humans seem to recognize
contexts by being sensitive to a bundle of diagnostic indicators, among them
physical spaces (e.g., office vs. bathroom), temporal markers (morning
vs. evening), roles (boss vs. employee), relationships (stranger vs. friend), and goals
(e.g., discussion vs. vote tallying in a business meeting). The indicators are likely to
covary, so that recognizing certain objects surrounding people allows one to predict
the relationships among those people (Wang et al. 2018).

Context also appears to determine at what level of abstraction norms are activa-
ted. Suppose a commercial airline pilot decides to no longer fly because of a recently
diagnosed heart condition. What norm was activated? The specific norm that “pilots
ought not to fly when they know they have a heart condition”? This is likely to be too
specific, unless the pilot handbook specifies “heart condition” as one specific
requirement for handing in one’s resignation. Or that “people ought to protect human
life”? This is likely to be too general. Perhaps the most likely scenario is that, upon
learning about the heart condition, the pilot draws an inference that a heart condition
may pose a safety risk, which activates the norm that “as a pilot one ought not to
impose safety risks on one’s passengers.” Though speculative, the example illustra-
tes that a complete model of norms (and even just a specific network of norms for a
pilot) will be hierarchically organized and enormously complex. Nonetheless,
somehow people comply with complex norms most of the time, so a computational
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system, too, should in principle be able to represent and comply with such a system
of norms.

3.2 Norm Acquisition

Children and adults learn norms in a variety of ways. First, most obviously, norms
can be established or taught through direct expression (Edwards 1987), be it in
verbal utterances or other symbols (e.g., signs). Surprisingly, children seem to be
exposed to relatively few such explicit norm expressions (Wright and Bartsch 2008,
pp. 74–77), so other paths of acquisition are paramount. Among them, second, is the
inference of norms from moral evaluations of specific behaviors, be it from a frown
or lashing or a verbal comment (e.g., “this is a mean thing to say”; “that’s terrible!”).
Third, children and adults infer norms from other people’s behavior by imitating
others’ actions, particularly for novel objects (Casler et al. 2009), when the action is
presented as familiar (Schmidt et al. 2011), or when a sufficient number of people
perform the same behavior in the same context (Herrmann et al. 2013; Milgram et al.
1969). In addition, if the behavior is performed with high similarity from person to
person (McNeill 1995) – perhaps even synchronously, as in a ritual – a norm is very
likely to be present (Rossano 2012). Fourth, people take into account the costs and
consequences of potentially norm-guided behavior. Behaviors reflect a norm when
the agent accepted a cost in performing the behavior (Henrich 2009). Conversely,
rare behaviors that have negative consequences for others are suggestive evidence
for norms of prohibition (cf. Cialdini et al. 1990).

Little of this behavioral work has been translated into cognitive models of human
norm learning. By contrast, some initial computational work has tackled the repre-
sentation, structure, and learning of norms in artificial agents, to which we turn next.

3.3 Norms in Robots

Previous efforts to integrate norms into artificial agents took two main routes: the
study of multi-agent systems and the design of formal reasoning systems. In the
multi-agent literature, researchers have proposed that purely rational autonomous
agents cannot form well-functioning societies, and as models of actual social
communities, multi-agent system simulations must take seriously the critical role
of norms (Andrighetto et al. 2013; Conte et al. 2013). In this literature, norms are
typically treated as social mechanisms, which need to be specified, monitored, and
enforced. Some authors have elaborated the internal states of modeled autonomous
agents, adding norms as constituents of a mental architecture (e.g., Broersen et al.
2001; Governatori and Rotolo 2007). But even when norms are connected with
beliefs, goals, and expectations, the form and properties of mental representation that
norms require have remained unclear. Such cognitive details may not be needed for
modeling multi-agent systems (societies), but they will be needed if we want to build
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individual autonomous agents such as robots that interact with people in the real
world and learn their norms.

In a second line of work on norms in artificial agents, scholars have offered
logical frameworks for rule-based moral reasoning (Ågotnes and Wooldridge 2010;
Arkin and Ulam 2009; Iba and Langley 2011), including processes to resolve
conflicts (e.g., Pereira and Saptawijaya 2007) and analogical inference to apply
previously learned moral judgments to novel scenarios (Blass and Forbus 2015).
One prominent proposal for a cognitive architecture of ethical planning in robots
combines multiple functions (e.g., “ethical governor,” “responsibility advisor”) to
detect potential norm violations during action planning (Arkin and Balch 1997;
Arkin and Ulam 2009). This system can handle only very specific, hard-coded moral
decisions and lacks tools for novel ethical inferences, for reasoning through norma-
tive conflicts, or for the acquisition of new norms. Another robotic architecture
(Briggs and Scheutz 2015, 2013) detects potential norm violations before action and
can offer justifications for why it refuses to follow an unethical user command.
Though the system includes general inference algorithms that work with explicit
representations of normative principles, it cannot yet acquire new norms or princi-
ples from interactions and observations.

Because work on artificial agents has so far overlooked the important process of
learning and updating norms we recently set out to develop computational algo-
rithms that can learn the kinds of context-specific norms that humans bring to every
social situation (Malle et al. 2017; Sarathy et al. 2017a, b). Building on our
theoretical and computational proposals for norm representations and norm infe-
rence, we introduced novel learning algorithms that allow agents to learn explicit
formal norm representations from observation (e.g., from data on how many people
endorse a norm in a particular context). Specifically, we proposed a norm represen-
tation scheme that introduces a novel deontic modal operator, imbued with context-
specificity and uncertainty, within the Dempster-Shafer theory of evidence (Shafer
1976). The learning algorithm works by integrating previous evidence for a parti-
cular norm with new incoming evidence (e.g., the previous hypothesized norm that
one has to be “silent” in a library with the new incoming evidence of a person
speaking in the library). The Dempster-Shafer (DS) framework is able to systema-
tically incorporate evidence (possibly contradictory) from different information
sources (e.g., observations, direct instruction) and update the confidence the learner
has in a particular norm. Simulation studies with the DS-based norm representations
demonstrate that when an artificial agent observes consistent norm-conforming
behavior, the agent will be able to learn those prohibition or obligation norms with
high levels of confidence. Conversely, if norm adherence is low, or if the observed
behavior is not due to a norm but rather a habit, the learner’s confidence in norm
representations will not converge over time and thus indicate that the observed
behavior may not be due to an underlying norm.

Sarathy et al. (2018) also demonstrated that an artificial agent can learn explicit
norm representations for observable properties from explicit natural language
instructions. For example, the social norm of safely handing over a knife to a human
requires the handler to grasp it by the blade so that the recipient can receive it by the
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handle. A robot could thus be taught the norm with the utterance “To hand over a
knife, grasp it by the blade.” From this utterance, the robot can infer the norm context
(“handing over an object”) as well as the appropriate action (“grasp knife by the
blade” as opposed to some other region on the object, like the handle). This type of
explicit instruction is particularly useful for cases where an agent needs to quickly
learn the appropriate behavior and where experimenting with alternatives might not
be safe. Critically, in our approach, the norms acquired through observation and the
norms acquired through instruction share the same representational format. As a
result, the artificial agent can systematically reason with and talk about its acquired
norms in a unified manner.

4 Moral Vocabulary

Some rudimentary moral capacities may operate without language, such as the
recognition of prototypically prosocial and antisocial actions (Hamlin 2013) or
foundations for moral action in empathy and reciprocity (Flack and de Waal
2000). But a morally competent human needs a vocabulary to represent a myriad
of social and moral norms, to express moral judgments, and to instantiate moral
practices such as blaming, justifying, and excusing. A moral vocabulary supporting
these functions is not merely a list of words but presupposes an ontology, hierarchi-
cal categories within that ontology, and agents’ representations of themselves and
their role in varying relationships (Parthemore and Whitby 2013). The study of
moral language can help reveal this rich structure. Much like conceptual distinctions
of time (Casasanto and Boroditsky 2008), space (Gentner et al. 2013), theory of
mind (de Villiers 2007), and personality (Saucier and Goldberg 1996), core moral
concepts and distinctions are likely to be carved into natural languages and can be
revealed in systematic linguistic patterns.

In our initial research we mined a variety of public texts, extant scholarly work,
and lay informant reports and found that moral vocabulary falls into three broad
domains, each with at least two distinct subcategories (see Fig. 2):

1. A normative frame includes language referring to conceptual variants of norms
(e.g., “obligation,” “value,” “principle”), certain near-universal contents of norms
(e.g., “harm” “reciprocity”), and properties of norms (e.g., “prohibited,” “recom-
mended”), as well as agent qualities that are normatively supported, both as
categories (e.g., “virtue, character) and concrete attributes (e.g., “fair,” “honest”).

2. A language of norm violation characterizes attributes of violations (e.g.,
“wrong,” “break”) and attributes of violators (e.g., “culpable,” “thief”).

3. A language of responses to violations includes cognitive and behavioral respon-
ses from witnesses and victims (e.g., “blame,” “forgive”) as well as from the norm
violator (e.g., “excuse,” “shame”).
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We validated this category system by populating it with two pre-existing concise
English lexicons and showing that the words can be reliably classified in the system
by both expert coders and community members. We then formed a core set of
352 lexemes, selected for being frequently chosen by community members as good
representatives of their respective category or subcategory. Using this lexicon we
(Voiklis et al. 2016) mined several text corpora to test whether the first- and second-
level categories can make meaningful distinctions among certain types of texts, both
to each other and relative to a baseline of word frequency from the Corpus of
Contemporary American English (COCA, Davies 2010). For example, we analyzed
sermons considered “liberal” (Unitarian-Universalist) and ones considered “conser-
vative” (Southern Baptist) and found that both sets of texts referred far more than
baseline to virtues and values (category 1) as well as to expressions of moral
admonishment, criticism, and praise (category 3). In addition, the Baptist sermons
were even more extreme in their emphasis on virtues, admonishment, and criticism,
whereas the unitarian sermons tended to emphasize values and principles, permissi-
ons, and reconciliatory communication. Overall, a linear discriminant function
correctly classified any randomly drawn sermon with an accuracy rate of 82%.

Documenting the discriminative power of this moral vocabulary is only a first
step. Equipped with such vocabulary, an artificial intelligence could mine large
swaths of verbal data, focus on morally dense passages therein, and learn frequent
syntactic constructions, collocations, and substitutability relations. The key chal-
lenge is semantic interpretation of this vocabulary, an aim of AI that famously has
been met with skepticism (Searle 1980). But language meaning is closely connected
with language use (Clark 1985), and if social robots indeed engage in social

Fig. 2 Three major domains of moral vocabulary, with important subcategories and samples of
word instances underneath
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interactions, acquire and practice language in discourse contexts (Baldwin and
Tomasello 1998), then meaning may no longer be out of reach (Stahl 2004).

5 Moral Judgment

Moral judgment is the set of psychological processes that evaluate behaviors relative
to social and moral norms. Among these processes we need to distinguish between at
least two kinds (Malle et al. 2014; Monin et al. 2007). First, people evaluate events
(e.g., a dead boy on the street, a thrown punch) as bad, good, wrong, or (im)
permissible. Second, they judge the agent who committed the violation as morally
responsible, deserving blame or praise. The two kinds of processes differ not just in
the object of judgment (event vs. agent) but in the amount of information processing
that normally underlies each judgment. Whereas event judgments merely register
that a norm has been violated (or met or exceeded), agent judgments such as blame
(or praise) take into account the agent’s causal contributions and mental states (Malle
et al. 2014).

For a robot to register that an event violated a norm is not a trivial endeavor. At a
minimum, it must be able to segment the stream of events (e.g., behaviors), identify
the context in which the events occur, know which norms apply to this context, and
identify those events that violate one or more of the applicable norms. Beyond
detecting norm violations, the process of making agent-directed moral judgments
such as blame requires much more: assessing an agent’s causal contributions;
determining whether the agent acted intentionally; assuming she acted intentionally,
what reasons she had; assuming the event was not intentional, whether the agent
could and should have prevented it (Gilbert et al. 2015; Malle et al. 2014). Because
of this complex array of processes underlying moral judgment, a number of resear-
chers have suggested that moral cognition is no unique “module” or “engine” but
derives from ordinary cognition (Cushman and Young 2011; Guglielmo et al. 2009).
What makes moral judgment unique is not so much a particular process but the fact
that events are analyzed and evaluated with respect to norms.

Where in all this is affect? The specific roles of affective phenomena in moral
judgment are still debated. There is little doubt that the detection of a norm violation
often leads to a negative affective response – an evaluation that something is bad,
perhaps accompanied by physiological arousal and facial expressions. But exactly
what this affective response sets in motion is unclear: A strengthened motivation to
find the cause of the bad event (Knobe and Fraser 2008)? A biased search for
evidence that allows the perceiver to blame somebody (Alicke 2000)? Or merely a
marker that something important occurred (Damasio 1994) that now requires further
information processing (Guglielmo and Malle 2017)? Nobody would deny that
affective phenomena often accompany moral judgments and that they probably
facilitate learning moral norms; but there is little direct evidence for the claim that
they are necessary or constitutive of those judgments (May 2018; Pizarro et al.
2011). People can make moral judgments without much affect at all (Harenski et al.
2010; Cima et al. 2010), and moral emotions such as anger or resentment require
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specific cognitive processes (Hutcherson and Gross 2011). Even the familiar
assumption that emotions or a desire to blame routinely bias moral judgments have
recently come into question (Cusimano et al. 2017; Gawronski et al. 2018; Horne
and Powell 2016; Monroe and Malle 2018).

If emotions are not necessary or constitutive of moral judgments, then robots can
produce moral judgments even if they do not have emotions. As long as artificial
agents can approximate human judgments’ sensitivity to critical information (i.e.,
severity of norm violation, causality, intentionality, etc.), the absence of affective
responses will be of little significance. In fact, this absence may be welcome because
it averts the potential distorting impact that emotions sometimes have on moral
judgments. A problem may arise, however, when affect is entirely absent in the
communication of those moral judgments, and we return to this problem in Sect. 7.

6 Moral Action

Moral action, we suggested earlier, is action in compliance with moral norms. Such
action will typically be intentional and grounded in planning and decision making
processes that are not themselves moral (Cushman and Young 2011; May 2018).
Thus, we focus here on the additional elements that need to be in place for ordinary
planning and action systems to execute genuinely moral behaviors. We have already
sketched the importance and complexity of norm systems in human and artificial
moral agents; we now address specific challenges that actions in compliance with
norms face.

Human moral decision making has received a fair amount of attention in the
research literature, with two dominant foci: determinants of prosocial or anti-social
behavior (Bandura 1999; FeldmanHall et al. 2015; Rand and Nowak 2013) and
processes involved in solving moral dilemmas (Kohlberg 1984; Paxton et al. 2012;
Mikhail 2007). Much of what the latter studies try to clarify is how people resolve
difficult conflicts within their norm system (e.g., saving multiple lives by sacrificing
one life). A popular theoretical view of such situations is that initial affective
responses can be overridden by deliberation (Greene et al. 2004). But evidence
against this override view is increasing (Koop 2013; Royzman et al. 2011; Moretto
et al. 2010; Davis et al. 2009). People’s responses rather seem to involve a package
of affective and cognitive processes that simultaneously deal with decision conflicts.
Such decision conflicts will arise in many everyday situations when every possible
action violates some norm and the decision maker must trade off the unavoidable
norm violations against each other – for example, by minimizing an overall violation
cost function (Kasenberg and Scheutz 2018) or by searching for an ordering of
norms in which averting to violate a more important norm justifies violation of a less
important norm (Malle 2018). If an artificial agent tracks these tradeoffs it would be
able to justify its conflict resolution to a human observer (Scheutz et al. 2015). Such
machines may meet the hope for logical consistency and transparent verifiability
(Bringsjord 2015; Dennis et al. 2016) and, as some have argued, might even render
robots superior to humans in some domains (Arkin 2009).
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Stepping back from the special case of moral dilemmas, logical consistency is not
the only requirement for a morally competent community member. In fact, the list of
psychological processes underpinning human (im)moral action is long, certainly
including deliberate, reasoned action but also personality dispositions, momentary
affective states such as empathy or greed, susceptibility to social pressure, and
imitation of others’ behavior. The latter two factors are often painted as woes of
human decision making, as in the cases of obedience and lynch mobs. But without
social conformity, human communities could not survive. Consider the modern
situation of waiting to board an airplane and then residing for many hours in a tiny
space without privacy; it seems remarkable how well behaved these groups of
hundreds typically are. Individual deviations are dealt with swiftly by polite moral
criticism (“Sir, this line is for first-class passengers only; you need to wait your turn”)
or removal (even of famous individuals when they, say, pee in a bottle; Todd 2011),
and the vast majority follows a host of norms without protest. Even when airlines
disrupt the mutual contract of norm following and leave passengers stranded with
delayed and cancelled flights, people – though frustrated and angry – still stand in
line for hours to get rebooked. Such social-moral action requires imitation, social
pressure, and of course fear of sanctions.

Mechanisms such as imitation and conformity have evolved in humans partly to
counteract the individual human agents’ selfish interests (e.g., acquiring the last
stand-by seat, being first on the plane). By contrast, just as robots may not need a
host of emotions, they also don’t need to be equipped with a host of selfish goals.
Robots can be designed to follow social and moral norms that serve the community
without having to handle conflicts with goals that serve only themselves. That
superintelligent agents “discover” self-serving and self-preserving goals is often
assumed in science fiction and speculations about the future (e.g., Bostrom 2014),
but it is an assumption that we borrow from our experience with living beings; and it
is an assumption that can be eliminated by hard limitations on how we design
artificial agents of the future.

Human empathy and care, too, have evolved to counteract selfishness. But a
robot’s lack of selfishness does not necessitate its lack of empathy or caring.
Empathy, at least the human kind, is parochial and strongly reduced by temporal
and spatial distance (Bloom 2016), and we should perhaps be reluctant to design
robots with this form of empathy. But sensitivity to another’s needs and recognition
of the costs of human suffering would contribute to a robot being a trustworthy social
partner. Thus, such a social robot may have to demonstrate to human observers that it
values things (Scheutz 2012), that it cares about certain outcomes (Wynsberghe
2013). Whether caring entails affect or emotion is currently unclear, but important
ingredients of a robot’s caring will include willingness to prioritize, attend to, exert
effort to help, and so on. There is a potential tension, however, between a robot that
has no selfish goals and a robot that cares about things. Part of what it means for a
human to care is that one puts one’s own needs aside in favor of the other’s needs; if
the robot does not have any needs of its own, how can its actions be interpreted as
demonstrating that it cares? Perhaps it is the result that counts: if the robot succeeds
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in rescuing, reviving, or just cheering up a person, it will feel as if the robot cares.
Is that enough?

It is clear, that we want social robots to do the right thing (whether they can do it
for the right reasons or not (Purves et al. 2015). If a robot can make morally preferred
decisions, it will still make mistakes, violate norms, and perhaps make the wrong
trade-offs in the eyes of some of its human partners. In such cases, most people seem
ready to assign blame to a robot – in imagined scenarios (Malle et al. 2015; Monroe
et al. 2014) and actual interactions (Kahn et al. 2012). In such cases, people don’t
rely on a theory of moral agency; rather, blame comes naturally as an act of social
regulation that provides the norm violator with an opportunity to do better next time,
to not violate the norm again (Cushman 2013; Malle et al. 2014). Thus, human
blame could be used to regulate robot behavior if robots were able to take the
received blame into account, update their norm system, and make better choices
next time. Such feedback is not without risks, because not every moral teacher can be
trusted, as we know from cases such as Chappie 2015, or Tay (West 2016).
Moreover, even learning from established traces of human culture, such as novels
or fairy tales (Riedl and Harrison 2016), does not always teach the right moral
lessons (Mullan 2017). A robot’s learning of a community’s norm system must be an
iterative process, relying on initial constraints that limit learning of unacceptable
lessons and relying on multiple checks and balances (such as the robot consulting a
panel of trusted community members when updating its norm system).

7 Moral Communication

Even if a robot is equipped with the cognitive tools that enable moral judgment and
moral action, it will still fall short of a critical function of morality: to regulate
people’s behavior before or after they violate norms and to negotiate the social
impact of norm violations. For that, moral communication is needed. Human
community members often express their moral judgments to the suspected offender
or to other community members (Dersley and Wootton 2000; Feinberg et al. 2012;
Weingart et al. 2014); moral decision makers have to explain their actions to others
(Antaki 1994); and social estrangement may need to be repaired through conversa-
tion or compensation (Walker 2006; McKenna 2012). Social robots need to have
rudimentary communicative skills of this sort, to at least express the detection of a
person’s norm violation and explain their own norm violations to others.

Expressing moral judgments will not be insurmountable for robots that have
moral cognition capacity and basic natural language skills. The subtle varieties of
delivering moral criticism, however, may be difficult to master (e.g., the difference
between scolding, chiding, or denouncing; Voiklis et al. 2014). On the positive side,
the anger and outrage that sometimes accompanies human expressions of moral
criticism can be avoided. This may be particularly important when the robot is a
collaborative partner with a human, such as with a police officer on patrol or a
teacher in the classroom. Here the robot may point out its partner’s looming violation
but preferably remain inaudible to others and take a calm, nonjudgmental tone.
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Without the kind of affect that often makes humans defensive when being targets of
criticism, the criticism may be more effective.

A problem could arise, however, when the robot coldly utters moral assessments
such as, “He deserves a significant amount of blame for beating the prisoner.” People
normally expect community members not only to notice and point out norm viola-
tions but to do so with appropriate displays of concern or outrage (Drew 1998; Fehr
and Fischbacher 2004). When a person fails to convey moral criticism with appro-
priate affective intensity, the audience will be confused, suspicious, perhaps consider
such absent expression a norm violation itself. Whether humans have equal expec-
tations for robots to affectively express and communicate moral judgments is
currently unknown, so empirical research is needed to provide insight into this
question.

Another challenge to a robot communicating its moral judgments is that, in some
communities, a robot that reports observed violations might violate trust or loyalty
norms. For example, a serious challenge in the military is that soldiers are reluctant
to report unit members’ unethical behavior, including human rights violations
(MHAT-IV 2006); the same pattern is well known as the “Blue Code of Silence”
in police units (Westmarland 2005). A robot may not be susceptible to such pressures
of loyalty, but if it routinely reports violations it may not find its way into the tight
social community of soldiers or police officers, being rejected as a snitch. Robots
may have to first earn a level of trust that authorizes them to monitor and enforce
norms. Then they would need to explicitly communicate their obligation to report
norm violations, using this communication as a reminder of the applicable norms
and an admonishment to obey them.

Explaining one’s own norm-violating behaviors is a second important moral
communication capacity, directly derived from the capacity to explain behaviors in
general, which is relatively well understood in psychology (Hilton 2007). A robot
that explains its behavior must be intelligible to its human partners, so whatever its
process architecture, it must formulate explanations within the conceptual frame-
work of lay behavior explanations (de Graaf and Malle 2017). In particular, people’s
explanations of intentional behaviors are conceptually distinct from those of unin-
tentional behaviors. People explain intentional behaviors with reasons (the agent’s
beliefs and desires in light of which and on the ground of which they decided to act),
and they explain unintentional behaviors with causes, which are seen as generating
effects without the involvement of reasoned beliefs, desires and intentions (Malle
1999, 2011). Correspondingly, explaining one’s intentional moral violations
amounts to offering reasons that justify the violating action, whereas explaining
unintentional moral violations amounts to offering causes that excuse one’s involve-
ment in the violation (Malle et al. 2014). Unique to the moral domain, such
unintentional violations are evaluated by counterfactuals: Blame for unintentional
negative events increases if the person should have and could have acted differently
to prevent the event. As a result, moral criticism involves simulation of the past
(what alternative paths of prevention the agent may have had available) and simu-
lation of the future (how one is expected to act differently to prevent repeated
offenses), both feasible computations (Bello 2012).
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Explanations of one’s own intentional actions of course require more than causal
analysis and simulation; they require access to one’s own reasoning en route to
action. Some have famously doubted this capacity in humans (Nisbett and Wilson
1977), but these doubts weaken in the case of reasons for intentional action (Malle
2011). A robot, in any case, should have solid access to its own reasoning. Once it
retrieves the trace of its reasoning, it must translate this reasoning into humanly
comprehensible ways (e.g., reason explanations) (Cox 2011; de Graaf and Malle
2017). This amounts to one last form of simulation: modeling what relevant com-
munity members would need to know so as to understand, and deem justified, the
robot’s decision in question. A robot with this capacity would have a community-
validated moral decision criterion at hand: it would simulate in advance possible
human challenges to its planned actions and determine whether a community-
accepted explanation is available. If not, the action is unacceptable; if so, then the
action has passed a social criterion for moral behavior.

8 Conclusion

In light of the extensive and complex elements of human moral competence,
designing robots with such competence is an awe-inspiring challenge. The key steps
will be to build computational representations of norm systems and incorporate
moral concepts and vocabulary into the robotic architecture. Once norms and
concept representations are available in the architecture, the next step is to develop
algorithms that can computationally capture moral cognition and moral action. The
development of these processes will take time, as will the development of a robot’s
moral communication skills. New computational learning algorithms will need to be
developed to help robots acquire the vast network of human norms and the requisite
language that enables moral discourse. To this end, we will need to move from robots
that are merely programmed to robots that interact with human communities over
time, so they can update their programs and adapt to contexts and demands that
designers could not anticipate. However, devising learning algorithms that acquire
norms only from trusted or representative community members, not from ones that
try to direct the system toward their individual goals, is a difficult problem that will
require comprehensive theoretical and creative engineering work.
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